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DISTRIBUTIONAL BOUNDARY VALUES OF ANALYTIC FUNCTIONS

ALEXANDER G. RAMM

ABSTRACT. Let D be a connected bounded domain in R2, S be its boundary which is
closed, connected and smooth. Let Φ(z) = 1

2πi

∫
S

ϕ(s)ds
s−z

, ϕ ∈ X , z = x + iy, X
is a Banach space of linear bounded functionals on Hµ, a Banach space of distributions,
and Hµ is the Banach space of Hoelder-continuous functions on S with the usual norm.
As X one can use also the space Hoelder continuous of bounded linear functionals on the
Sobolev space Hℓ on S. Distributional boundary values of Φ(z) on S are studied in detail.
The function Φ(t), t ∈ S, is defined in a new way. Necessary and sufficient conditions
are given for ϕ ∈ X to be a boundary value of an analytic in D function. The Cauchy
formula is generalized to the case when the boundary values of an analytic function in D

are tempered distributions. The Sokhotsky-Plemelj formulas are derived for ϕ ∈ X .

1. INTRODUCTION

Let D be a connected bounded domain on the complex plane, S be its boundary, which
is closed and C1,a-smooth, 0 < a ≤ 1. Consider an analytic function in D, defined as

Φ(z) =
1

2πi

∫
S

ϕ(s)

s− z
ds,

1

2πi
:= c. (1.1)

We assume that ϕ ∈ X , where X is a Banach space of distributions, which are linear
bounded functionals on Hµ, µ ∈ (0, 1), and Hµ is the Banach space of the Hoelder-
continuous functionsψ with the usual norm ∥ψ∥Hµ = supz∈S |ψ(z)|+supz,z′∈S

|ψ(z)−ψ(z′)|
|z−z′| .

The norm in X is defined as ∥ϕ∥X = sup∥ψ∥Hµ=1(ϕ, ψ), where (ϕ, ψ) is the value of the
functional ϕ ∈ X on the element ψ ∈ Hµ. One may consider by the same methods other
distributional spaces, for example, linear bounded functionals over Sobolev spaces on S,
or a more general distributional space on S. We also consider the case when the boundary
values of an analytic function in D are tempered distributions.

The basic new assumption is ϕ ∈ X . Let us denote c
∫
S
ϕ(s)
s−z ds =

(
ϕ, c

s−z

)
, the value

of the functional ϕ ∈ X on the element c
s−z ∈ Hµ, z ̸∈ S.

In the literature, it was assumed that ϕ is Hoelder-continuous or ϕ ∈ Lp(S), p > 1, see
[2], [6], [9]. This paper is an extension of the results in [9], where ϕ belonged to L1(S).

We prove an analog of the Sokhotsky-Plemelj formulas for ϕ ∈ X . They are important
in applications to singular integral operators and boundary value problems, [2], [7], [9].
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ByD+ we denoteD, byD− = D′, whereD′ = R2 \D̄, the D̄ is the closure ofD. The
function Φ(z) is analytic in D and in D′, Φ(∞) = 0. Boundary value of Φ(z) on S has
been studied by many authors, [1]–[9]. In [2] and [7] it is assumed that ϕ ∈ Hµ(S). In [6]
it is assumed that f ∈ Lp(S), p > 1. The case p = 1 is discussed in [9], where for the first
time a new definition of the boundary values of Φ(z) is given and the Sokhotsky-Plemelj
formulas are proved for ϕ ∈ L1(S). These formulas are valid almost everywhere but not
everywhere if ϕ ∈ L1(S). In this work, ϕ ∈ X and the Sokhotsky-Plemelj formulas hold
in the distributional sense, as bounded linear functionals on Hµ. In [2], pp.144-146, there
is a discussion of works on Riemann’s problem with non-smooth coefficients, see also [10].
Our results will be useful in this direction and also in a theory of singular integral equations
with distributional coefficients.

Denote the limiting values of Φ(z) when z → t ∈ S along the non-tangential to S
directions, by Φ+(t) when z ∈ D, z → t, and by Φ−(t) and ψ−(t) when z ∈ D′, z → t.
By Φ(t) we denote the values of Φ(z) when z = t ∈ S. Let us assume that z → t along
the unit normal Nt to S, where the normal is directed into D. The reason for this choice of
this normal will be clear later.

We are interested in the following questions:
1. In what sense the boundary values of Φ(z) can be understood?
2. How to characterize elements ϕ ∈ X which are the boundary values of analytic

functions in D?
3. How to prove an analog of the Sokhotsky-Plemelj formulas when ϕ ∈ X?
We answer this question in Theorem 1.

2. BASIC RESULTS

First, let us answer question 1. Below we assume everywhere (unless otherwise stated)
that ϕ ∈ X .

The boundary values of Φ(z) we define as follows:(
Φ±(z), ψ(t)

)
:= lim

δ→0

(
Φ(t± δNt), ψ(t)

)
, ∀ψ ∈ Hµ, (2.1)

where
(
h, ψ

)
is the value of h ∈ X on the element ψ ∈ Hµ and Nt is the unit normal to

S at the point t ∈ S; Nt is directed into D.
The reason for the choice of the normal Nt pointing into D is clear: since δ > 0 the

points t± δNt ∈ D±.
In more detail: at a point t ∈ S we choose the x-axis to be tangential to S at the point

t; the x-axis is directed so that its positive direction forms angle π/2 with the positive
direction of y-axis, that is, with Nt; the y-axis is directed along Nt, and δ > 0 to be a
number that will tend to 0. With this choice, the point t+Ntδ belongs to D.

Let us prove the existence of the limit (2.1). We rewrite (2.1) as

lim
δ→0

(
c

∫
S

ϕ(s)ds

s− t∓ δNt
, ψ(t)

)
=

(
ϕ, c

∫
S

ψ(t)dt

s− t
± 1

2
ψ(s)

)
, ∀ψ ∈ Hµ, (2.2)

where the functional ϕ acts on a function of s. The integral c
∫
S

ϕ(s)ds
s−t∓δNt

is understood as

c
(
ϕ, 1

s−t∓δNt

)
, where the functional ϕ acts on the element 1

s−t∓δNt
∈ Hµ and t± δNt is

a parameter, so the value
(
ϕ, 1

s−t∓δNt

)
does make sense although the functional ϕ is not

defined pointwise.
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We have

lim
δ→0

c
( 1

s− t∓ δNt
, ψ

)
= c

( 1

s− t
, ψ

)
± ψ(s)

2
, (2.3)

where the expression
(

1
s−t , ψ

)
we write as

∫
S
ψ(t)dt
s−t . This integral makes sense classi-

cally.
Thus, the formula (2.2) is proved.From (2.1) and (2.2) it follows that(

Φ+ − Φ−, ψ
)
=

(
ϕ, ψ

)
, ∀ψ ∈ Hµ. (2.4)

Similarly, we derive (
Φ+ +Φ−, ψ

)
= −

(
ϕ,Bψ

)
, ∀ψ ∈ Hµ, (2.5)

where

Bψ :=
1

iπ

∫
S

ψ(t)dt

t− s
. (2.6)

Formulas (2.4)–(2.5) are the Sokhotsky-Plemelj formulas for ϕ ∈ X .
Thus, we have proved the version of the Sokhotsky-Plemelj formulas valid for ϕ ∈ X:(

Φ+ − Φ−, ψ
)
=

(
ϕ, ψ

)
,

(
Φ+ +Φ−, ψ

)
= −

(
ϕ,Bψ

)
, ∀ψ ∈ Hµ. (2.7)

Indeed,

(Φ+ +Φ−, ψ) = (ϕ,
2

2iπ

∫
S

ψ(t)dt

s− t
) = −(ϕ,Bψ). (2.8)

This is formula (2.5).
We have (

Bϕ,ψ
)
:= −

(
ϕ,Bψ

)
, ∀ψ ∈ Hµ. (2.9)

Therefore, we have answered questions 1 and 3.
Let us answer question 2. If z ∈ D, z ̸∈ S, then the expression c

∫
S
ϕds
s−z makes sense

since the generalized function ϕ ∈ X acts on a function c 1
s−z which is an element of Hµ

and z is a parameter. The boundary value Φ+ makes sense as the value −
(
ϕ,Bψ

)
+

1
2

(
ϕ, ψ

)
. The functional ϕ is the boundary value Φ+ on S if and only if Φ(z) is analytic

in D and Φ+ = ϕ, that is, −
(
ϕ,Bψ

)
+ 1

2

(
ϕ, ψ

)
=

(
ϕ, ψ

)
. So, one has:(

ϕ,Bψ
)
+

1

2

(
ϕ, ψ

)
= 0, ∀ψ ∈ Hµ. (2.10)

Under these conditions Φ−(z) = 0 in D−.
Let us formulate the results.
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Theorem 1. Let ϕ ∈ X . The boundary values of analytic function Φ(z) are understood
as in (2.1). These boundary values do exist and satisfy the generalized Sokhotsky-Plemelj
conditions (2.7). The element ϕ ∈ X is a boundary value of an analytic function (1.1) in
D+ if and only if (2.10) holds. Under this condition Φ(z) = 0 in D−.

Remark 1. One can use as X the space H−ℓ dual to Hℓ, where Hℓ = Hℓ(S) is
the Sobolev space, ℓ ≥ 0. This is of interest because the elements of X for large ℓ have
high singularities. Thus, the methods, developed in this paper, allow one to study analytic
functions whose boundary values are highly singular, for example, they can be tempered
distributions or distributions in D.

3. BOUNDARY VALUES THAT ARE TEMPERED DISTRIBUTIONS

If z ̸∈ S then a tempered distribution ϕ is well defined on (s − z)−1. If z = t + Ntδ,
then

lim
δ→0

1

s− t−Ntδ
=

1

s− t− i0
=

1

s− t
+ iπδ(s− t), s, t ∈ S, (3.1)

where δ(s − t) is the delta-function. Let ψ(t) ∈ C∞(S) be any test function. Then (3.1)
is understood as

lim
δ→0

(
1

s− t−Ntδ
, ψ(t)) =

∫
S

ψ(t)dt

s− t
+ iπ

∫
S

δ(s− t)ψ(t)dt = −
∫
S

ψ(t)dt

t− s
+ iπψ(s).

(3.2)
If ψ ∈ C∞(S) and S ∈ C∞, as we have assumed in this Section, then

∫
S
ψ(t)dt
t−s ∈ C∞(S).

Therefore, the value

((ϕ,
1

s− t
), ψ(t)) = −(ϕ,

∫
S

ψ(t)dt

t− s
)

is well defined. By (ϕ, η) we denote the value of the tempered distribution ϕ on a test
function η. As in Section 2, one proves the Sokhotsky-Plemelj formulas (2.4)–(2.5). A
necessary and sufficient condition for a distribution ϕ to be a boundary value of an analytic
in D function (1.1) is equation (2.10).

If this equation holds, then the Cauchy formula holds

Φ(z) =
1

2πi

∫
S

ϕ(s)ds

s− z
, z ∈ D. (3.3)

The integral in (3.3) is understood as the value of the distribution ϕ on the test function
1
s−z , z ∈ D, z ̸∈ S.
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4. CONCLUSION

Let D be a connected bounded domain in R2, S be its boundary, which is closed, con-
nected and smooth. Let Φ = Φ(z), z = x+ iy, be an analytic function in D. Its boundary
values are defined by formula (2.1). The limits in this formula do exist.

A necessary and sufficient condition for a generalized function ϕ ∈ X to be a boundary
value of an analytic in D function Φ(z), defined in (1.1), is equation (2.10). The space X
can be, for example, distributional space H−ℓ, the space of tempered distributions, or the
space D.

An analog (2.7) of the Sokhotsky-Plemelj formulas under the assumption ϕ ∈ X is
proved. This analog holds also when ϕ is a tempered distribution on S.
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